
Randall	Sobie				University	of	Victoria	 1	

Exploi9ng	clouds	and		
data	federa9ons		

for	HEP	
	

Randall	Sobie	
	

Ins9tute	of	Par9cle	Physics	
University	of	Victoria	



Future	of	HEP	compu9ng	
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Large,	independent	centres	or	federa1ons	of	compute	and	storage	
distributed	around	the	world		

linked	by	terabit/second	networks	
2

Possible change of computing model

Picture: Simone Campana, Ian Bird - WLCG

“Consolidate storage in few locations to decrease costs”



Mo9va9on	for	the	new	model	
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Possible change of computing model

Picture: Simone Campana, Ian Bird - WLCG

“Consolidate storage in few locations to decrease costs”

Currently	ATLAS	(and	other	HEP	projects)	
operate	a	grid	of	~100	compu9ng	centres	

(including	clouds,	HPCs	and	volunteer	compu9ng)		

	
Linked	with	10-100G	networks		

Successfully	opera9ng	for	LHC	experiments		
(mul1	100K	jobs;	0.5	Exabyte	data	samples)	
	
Manpower	intensive	
	
Grid	technology	is	not	widely	adopted,	with	liSle	new	development	
	
Expensive		
(opera1ng	and	development	costs)	



Data	intensive	applica9ons	
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Possible change of computing model

Picture: Simone Campana, Ian Bird - WLCG

“Consolidate storage in few locations to decrease costs”

Data	intensive	applica9ons	are	run	on		
facili9es	with	a	9ght	coupling	between	

compute	and	storage		
	

Challenges	
	
Slow	to	respond	to	user	demands		
(difficult	to	predict	the	interes1ng	data	set)	
	
Inefficient	use	of	expensive	storage		
(many	duplicate	copies	of	data)	
	
Difficult	to	use	non-HEP	(opportunis9c)	resources	with	data		
(e.g.	non-HEP	clouds	or	HPCs)	



Goals	of	the	new	model	
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Possible change of computing model

Picture: Simone Campana, Ian Bird - WLCG

“Consolidate storage in few locations to decrease costs”

Federate	regional	resources		
(compute	and	storage)	

	
Eliminate	coupling	between		

compute	and	storage	
	

U9lize	opportunis9c	resources	for		
data	intensive	applica9ons	

Transi9oning	to	the	new	model	
	
Using	federated	cloud	compu9ng	systems		
(e.g.		UVIC	distributed	cloud	for	ATLAS	and	Belle	II	projects)	
	
Funded	by	CFI	Cyberinfrastructure	Program	to	build	data	federa9on	
(For	both	dedicated	and	opportunis1c	resources)	
	
UVIC,	TRIUMF,	ATLAS-CERN,	CERN-IT	Project	started	in	July	2016	



Distributed	cloud	compu9ng	system	
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Dedicated	and	opportunis9c	resources	
(ATLAS	and	BelleII)	

Produc9on	system	for	many	years	
Typically	5000	cores	(peak	~9000	cores)	
Primarily	low	I/O	but	high	I/O	on	selected	sites	

	
Use	clouds	in	North	America	and	Europe		
OpenStack	(private	and	commercial)	
OpenNebula	(private)	
Amazon	EC2	
Microso_	Azure	

	
Overview	of	system	given	at	HPCS-2016:	
hSp://heprc.phys.uvic.ca/sites/heprc.phys.uvic.ca/files/Sobie-HPCS.pdf	

	
Overview	of	HEP	cloud	use	
hSp://heprc.phys.uvic.ca/sites/heprc.phys.uvic.ca/files/Sobie-Cloud-CHEP.pdf	

	
	



Distributed	batch	cloud	compu9ng	
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CloudScheduler
CloudScheduler
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Job
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Start VMs
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Design	conceived	2008	and	CloudScheduler	first	deployed	in	2009	

CloudScheduler	–	VM	provisioning	service	



So_ware	and	services	
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HTCondor	

Batch	job	system	

	
	

CloudScheduler	
VM	provisioning		

and	management	

OpenStack	
Amazon	EC2	

Microso_	Azure	
(GCE)	

microCernVM	(cloud_init)	
	
Glint	
VM	distribu9on	over	remote	clouds	

	
Shoal/Squids/CVMFS	
Squid	cache	discovery	service	
	

Munin/Ganglia/Grafana/…	
Monitoring	systems	

Integra9on	of	many	exis9ng,	open-source	components	
(Only	develop	missing	elements)	

Produc2on	system	for	many	years	
On-going	development	to	manage	technology	changes,	improve	reliability	and	adding	new	capabili9es	



ATLAS	and	Belle	II	
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ATLAS	
Account	for	25%	of	Tier-2	produc9on	in	Canada	
Also	use	clouds	at	CERN,	Munich	(and	UK)	

Belle	II	
Account	for	10%	of	global	produc9on	



Current	data	management	strategy	
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Data	is	distributed	across	many	sites	(some	duplica9on)	
	

Data-intensive	jobs	are	sent	to	the	site	or	federa9on	with	the	data	
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Federate	exis9ng	storage	

Randall	Sobie				University	of	Victoria	 11	

Compute	
Facility	Compute	

Facility	Compute	
Facility	Compute	

Facility	

Non-cloud	HEP	

Compute	
Facility	Compute	

Facility	Compute	
Facility	Compute	

Facility	

Cloud	HEP	

Compute	
Facility	Compute	

Facility	Compute	
Facility	Compute	

Facility	

	Non-HEP	cloud	

Storage	
Element	Storage	

Element	Storage	
Element	Storage	

Element	

Storage	
Element	Storage	

Element	Storage	
Element	Storage	

Element	

Storage	
Element	Storage	

Element	Storage	
Element	Object	

Storage	

Organize	the	storage	into	regional	federa9ons	

Retrieve	the	data	from	the	op1mal	site	based	on	loca1on,	load	and	network	



Dynamic	data	federa9on	
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Dynafed Namespace

CERN-IT	group	has	developed	a	“dynamic	data	federa9on”	system	(Dynafed)	
hSp://lcgdm.web.cern.ch/dynafed-dynamic-federa9on-project		

Aggregates	storage	and	metadata	
farms	on-the-fly	

	
Creates	(the	illusion	of)	a	unique	

namespace	from	a	set	of	
dis9nct	storage	or	metadata	

endpoints	
	

Exposes	standard	protocols	that	
support	redirec9ons	and	WAN	

data	access	
	

Read	and	write	support	



Using	Dynafed	with	clouds		
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Storage
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Clouds

Storage
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Storage
Element

Directs	the	VM	to	the	nearest	storage	system	
with	the	input	data	

	
GeoIP	used	to	select	the	nearest	site	

(other	informa1on	can	be	also	used,	e.g.	load)	

Established	federa9ons	of	exis9ng	“Storage	Elements”	(SE)		

Challenge	is	to	integrate	Dynafed	with	the	exis1ng	data	management	systems	



ATLAS	data	management	
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RUCIO	
ATLAS	data	management	system	
(1G	files,	230	PB	on	130	sites)	
	
Discover	data	
Transfer	data		
Delete	data	
Ensure	consistency	



Applica9on	interface	to	data	federa9on	
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ATLAS	would	like	to	see	a	consolida9on	
of	smaller	or	na9onal	sites	into	data	

federa9ons	
	
	

Help	reduce	the	complexity,	make	more	
efficient	use	of	the	storage,	and	enable	

use	opportunist	compu9ng	



Integra9on	challenges	
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Making	a	data	federa9on	is	easy	
	

Integra9ng	the	federa9on	with	
the	exis9ng	data	management	is	

complex	

A	single	file	will	appear	twice	in	this	view		
Making	it	easy	to	delete	it	or	confuse	RUCIO	



Ini9al	deployment	
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RUCIO	must	remain	the	Master	
	

RUCIO	manages	the	Dynafed	instance	
(no	ambigui9es)	

	

Long	term	–	we	may	be	iden9fy	sites	as	“read-only”	(vola9le	storage)	
	

Then	Dynafed	has	access	but	no	control	of	data	



Current	status	
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Opera9onal	system	at	CERN	
	

Nearly	opera9onal	at	Victoria	
	

Star9ng	installa9on	at	TRIUMF	

Using	Ceph	object	storage	for	data		
(not	yet	used	by	ATLAS	for	data	storage)	



Object	storage	
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HEP		
tradi9onal	file	and	block	storage		

Arguments	for	using	object	storage:	
		
Scalable	–	easy	to	add	new	storage	
	
Reliable	–	able	to	replicate	data	
	
Simple	(minimal)	–	store,	copy,	get,	delete	
	
Configurable	-	REST	API’s			
	
Fast,	easy	access	–	HTTP	interface	

Requires	changes	to	our	data	management	methods	
(e.g.	files	cannot	be	renamed)	



Project	status	

•  CFI	funding	started	July	2016	(3	years)	
–  8	staff	(developers	and	computer-HEP-physicists)	
–  1	at	CERN	and	1	at	TRIUMF	
–  2	FTE	CERN	(in-kind)	contribu9on	

•  Ac9vi9es	
–  Rewri9ng	cloud	provisioning	so_ware	(10K+	cores	and	improved	reliability)	
–  Established	data	federa9ons	in	Canada	and	CERN	
–  Building	and	tes9ng	storage	systems	with	Object	Storage	(CEPH)	
–  Working	with	ATLAS	data	team	to	sort	out	interac9on	with	data	federa9on	
–  Inves9ga9ng	how	Belle	II	can	use	a	data	federa9on	
–  Goal	is	to	have	a	small	ATLAS	produc9on	system	before	end-2017	
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Summary	

•  Our	distributed	cloud	compu9ng	plasorm	is	running	well	for	the	ATLAS	and	Belle	II	
experiments	
–  Making	significant	contribu9ons	to	both	projects	
–  Ongoing	developments	and	improvements	on	the	core	infrastructure	

•  CFI-funded	project	is	comple9ng	its	1st	year	of	the	3-year	project	
–  Established	a	strong	team	of	developers	and	physicists	
–  Ini9ally	focusing	on	the	ATLAS	requirements		
–  Parallel	development	for	the	Belle	II	experiment	
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