R T e
o M

ute of Particle Physics
University of Victoria

Motivation
Design and operation of distributed computing cloud
Unigue services and software
Data federation
Context-aware cloud computing
Future plans and summary
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Separates system administration from the application software

Utilize opportunistic (private and commercial) clouds
Many centres are becoming clouds as they are easier to manage
Reduces manpower and costs
Makes more effective use of our limited resources

Global effort to develop cloud computing technologies
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The computing challenge of HEP
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Embarrassingly parallel tasks

Well suited to a cloud infrastructure



esearchers, 35 countries
Higgs discovery

100 Centres
200 PB data

Started again in 2016
Searching for “new physics”
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Search for the origin of CP asymmetry and new physics
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Submit user script

HTCondor

Compute
Cloud

Repository

ds (operated by HEP) and opportunistic clouds (private or commercial)

Integrate them into the project grids (e.g. WLCG) or computing infrastructure
Utilize existing software and services and only develop the missing components

Build a system that can be used by any HEP project or other research communities
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Job

Submit user script

[ HTCondor
I

Starts job

CloudScheduler

Start VMs

Image
Repository

Design conceived 2008 and CloudScheduler first deployed in 2009
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Total Number of Jobs by Grid
91 Weeks from Week 13 of 2015 to Week 52 of 2016
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17.5%

DIRAC

-
Dedicated and opportunistic resources 17% of Bellell computing in
(ATLAS and Bellell) 2015 used clouds

Production use of clouds for many years with gradual increase in utilization
Technology is still young and rapidly evolving

Integrating new technologies into a production system is challenging
(e.g. OpenStack cloud software only a few years old)
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Randall Sobie IPP/Victoria

“Opportunistic” clouds
(private and commercial)
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Panda, DIRAC,
HTCondor-

client
Client job submission

HTCondor

Batch job system

CloudScheduler

VM provisioning
and management

User or
work load
manager
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OpenStack
Amazon EC2
Microsoft Azure
(GCE)

microCernVM (cloud_init)

Glint

VM distribution over remote clouds

Shoal/Squids/CVMFS

Squid cache discovery service

Munin/Ganglia/Grafana/...

Monitoring systems

Production system for many years
On-going development to manage technology changes, improve reliability and adding new capabilities
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Completed }obs (Sum: 3,435,089)
BOINC - 52.8

ATLAS@HOME

CERN Cloud

CERN-PRQD - 18.43%

Canadian
Clouds

CERN-P1 - 10.07%

M BOINC - 52.81% (1,814,225) M CERN-PROD - 18.43% (633,070)
M CERN-P1 - 10.07% (345,745) M |AAS - B.84% (303,628)

8 UKI-NORTHGRID-MAN-HEP - 3.59% (123,322) [TIN2P3-CCT3 - 1.29% (44,224)

5 UKI-NORTHGRID-LANCS-HEP - 1.16% (39,988) M UNIBE-LHEP - 0.79% (27,288)

M UKI-SOUTHGRID-OX-HEP - 0.74% (25,571) M UKI-LT2-UCL-HEP - 0.68% (23,302)
W CA-JADE - 0.54% (18,630) [F BNL-AWSEAST - 0.38% (13,063)
M BNL-AWSWEST - 0.23% (7,999) M BNL-AWSWEST2 - 0.19% (6,554)
M BNL-ATLAS - 0.13% (4,300) M IN2P3-LPSC - 0.06% (2,082)

M HELIX_NEBULA - 0.03% (1,158) M RAL-LCG2 - 0.01% (480.00)

— GONGIF COMPITE FNGINF N N19% (450 NN nine 2 mare

UVIC group manages cloud resources for ATLAS
at CERN and in Canada
(2000-3000 cores)
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Cloud Scheduler Running VMs by Cloud

200

190

15 ATLAS Compute Cloud at CERN
160
150
140
130
120

10 Fewer outages

% (scheduled and unscheduled)

g Running all low I/0O, high I/O

30

Virtual Machines

20 and high-memory jobs

10
0

Apr May Jun Jul Aug Sep Oct Nov Dec Jan Feb
M cern-atlas B cern-frank @ cern-preservation O cern-victoria B datacentred B gridpp-imperial
O gridpp-oxford B nectar B Cloud Scheduler Heartbeat
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41 Weeks from Week 09 of 2015 to Week 50 of 2015

LCG.Pisa.it
LCG.KEK2.jp

MPPMU.de

DIRAC.PNNL.us

LCG.HEPHY.at

LCG.CNAF.it
LCG.KMLjp

In 2015, Canada cloud computing accounted for 10% of the total resources
(2000-3000 cores)
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Submit user script

HTCondor

Compute
Cloud

Repository

ributed cloud system

Data federations

Monitoring and context-aware cloud computing
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Remote file
OpenStack repository

Retrieve the OS and
application software
from a remote
repository

Micro-CernVM images
(only enough OS to boot the image)
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CVMEFS
Server

OpenStack

Squid
HTTP cache

CERN VM
file system

_

Shoal — a group of Squids

Shoal keeps a list of active Squid caches

Discovers new Squids and removes inactive Squids
VM queries Shoal for the location of the nearest Squid
Shoal: github.com/hep-gc/shoal
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OpenStack

ure the VM images
are consistent on all clouds?
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Horizon dashboard

OpenStack

Keystone authentication

X and authorization
Glint L ____.
VM distribution service

OpenStack

Integrated in the OpenStack Glance GUI

Randall Sobie IPP/UVictoria 19



Compute
Facility

|
|
A
Storage
Element

Non-cloud HEP

10-100G network

Approximately 100 computing sites
Each HEP site has CPU and storage

We want to use the data on all clouds

Compute
Facility

Storage
Element

Cloud HEP
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Compute

Facility

Non-HEP cloud
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Generic Data Federator
Developed at CERN

Presents a unified view of the data file tree to
the application

Dynamic discovery

Directs the VM to the nearest Storage
Element with the input data

Compute
Clouds

------------------ GeolP information to pick the closest site

We use WebDAV for file access

Open-source HTTP protocol standard
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user to their benefit?

Location
Direction
Time
Health
Social
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Directions
Food and lodging

Financial
Commercial
Health



Cloud Monitor Last 1 hour Refresh

ATLAS-Cern Monitor CS HTCondor

cern-atlas (125)

CloudScheduler VMs Condor Slots Condor Job Status
Cloud Starting Running Retiring Error 1 2 3 4 5 6 7 8 VMs Jobs Total Idle Running Completed Held

e er 53 52 52 53 4 Al 431 199 232

cern-atlas Analy 2 2
germ-mcore- 71 71 Himem 258 99 159

171 100 71

Belle-ll Monitor CS HTCondor

amazon (30) amazon2 (30) azure (2) cc-east(60) chameleon (2) cybera-c (6) dair-ab (3) dair-qc (3) ecloud (5) mouse (5) nefos (80)

CloudScheduler VMs Condor Slots Idle Condor Job Status
Cloud Starting Running Retiring Error 1 2 3 4 5 6 7 8 VMs Jobs Total Idle Running Completed Held
gagre  rker 2 2 All 321 260 11 50
AT 2 2 22
wllgaorker . 11 L

IAAS Monitor CS HTCondor

cc-east (100) cc-west (75) dair-ab (4) dair-qc (6)

CloudScheduler VMs Condor Slots Idle Condor Job Status
Cloud Starting Running Retiring Error 1 2 3 4 5 6 7 8 VMs Jobs Total Idle Running Completed Held
Saeorker 52 28 63 60 64 69 61 64 63 64 Al 972 51 920 1
cc-east 1 Core 879 27 852
a’t‘l)arﬁérpoore- 20 1 21 8 Core 89 24 64 1
gewest er 37 37 37 37 37 37 37 37 37 Alberta 4 4
Sasomeore 32 6 38 el
worker Himem
dairal orker 4 4 4 4 4 4 4 4 & MCore
dair-
ahasworker 1 111111 11
dair-qc
atlas-mcore- 5 5
worker
Jad
jaa::lee-worker 2 1 1 1 1
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Cloud Monitor

Last 7 days Export Refresh 34

—— ATLAS-Cern jobs Himem runni@
—— ATLAS-Cern jobs MCore running
—— ATLAS-Cern jobs Analy running

VMs are not deleted

- —— | s ) .
50 until there are no
more jobs
) ottt reshaiontbn At i Al A el A st costn dkmtactis (1-hour delay)
Feb 20 Feb 21 Feb 22 Feb 23 Feb 24 Feb 25 Feb 26
2016
ATLAS-Cern Monitor CS HTCondor
cern-atlas (125)
CloudScheduler VMs Condor Slots Idle Condor Job Status
Cloud Starting Running Retiring Error 1 2 3 4 5 6 7 8 VMs Jobs Total Idle Running Completed Held
e wvaiker 53 52 52 53 3 Al 431 200 231
cern-atlas Analy L B
ger-mcore- 71 71 Himem 259 100 159
MCore 171 100 71
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Randall Sobie
Institute of Particle Physics
Research Scientist,
University of Victoria

Blue tubes contain the two beam pipes and magnets at 1.8 degrees Kelvin

P » ¢ 858/24:56

Keynote: Clouds in High Energy Physics

canarie YW

Data-Intensive Distributed GloudcomputmgSvstem
Uncovermgthe secrets nfthe universe

ope stack
S mmit

m Ol

hepre.phys.uvic.ca

Non-traditional support (52M)

In-kind grants and awards
(Amazon, Microsoft, Google)

Many conference presentations and
papers (and videos)

Attractive for undergraduate (coop)
engineering and science students
(50 students on cloud and network projects)

Application to CFl Cyberinfrastructure
competition ($2M) for manpower for
cloud computing and big data for HEP




Two staff members in CERN-IT department

Recent staff moved to Silicon Valley startup,
Ottawa cloud company, DELL.

Over 50 undergraduate computer engineering and
science students employed in 4-8 work terms

Funding from NSERC, Google and others

You D"

lan Gable

HEPnet Canada Technical Manager

SanDisk Case Study: SanDisk Helps Accelerate High
Energy Physics

HEPNET technical manager moved to DELL in 2015
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and Microsoft Azure clouds

 Expanding the functionality to run data-intensive application

* Improving the reliability and robustness with context-aware
technologies

e Significant impact in HEP cloud computing
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