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Introduction

work presented here based on new Initiative between
Canadian research network community:
HepNet, Canarie, ComputeCanada + several NREN

alm Is to create automated warnings and alarms in
case networking metrics indicate problems in
Canadian research network

wide range of technologies: 2x100G nationwide to
1G local connection of some small universities

should leverage as much as possible capabilites
provided by FOSS as ElasticSSearch, Kibana /
graphana




What Is ElasticSearch
Logstash / Kibana (ELK)?

* From https://www.elastic.co/what-is/elk-stack:

"ELK" is the acronym for three open source projects: Elasticsearch, Logstash, and
Kibana. Elasticsearch is a search and analytics engine. Logstash is a server-side
data processing pipeline that ingests data from multiple sources simultaneously,
transforms it, and then sends it to a "stash" like Elasticsearch. Kibana lets users
visualize data with charts and graphs in Elasticsearch.

* Plenty of plugins available, often plugins / dashboard
for common tasks already exists (mostly monitoring
health of servers by looking at CPU/network/disk...)

» common now also in (LHC) experiments for job
monitoring

- CERN IT’s monitoring of Ixplus/Ixbatch/ other
servers in ELK first | saw many years ago



https://www.elastic.co/what-is/elk-stack

ElasticSearch at UVic

Our first installation in 2016 or so. We use it for

Accounting (1% application, most important for us)

Job monitoring for ATLAS + Belle (our 2" application)
General monitoring (logfiles, disk usage, etc.)

code re-usage (similar python sniplets ~ everywhere...)

grew bigger over time, as it’s still a very convenient way
of displaying data which change frequently over time,
however

sort of steep learning curve

things usually turn out way more difficult than they
should be ...
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Accounting

Accounting: provided CPU seconds on all cores this week per cloud £ 15000,000,000 © ®@aiatlasnog.cern.ch
w 10,000,000,000
= )3 @ cloudscheduler.cern.ch
= 15.000,000,000 € ®a:iatlas000.cern.ch § 000,000,000 V2t
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ty 52 £ 38 B 0§ Y &8 2 L
: 5 2 Accounting Table CPU Hours (HS06) monthly
A cloud.keyword: Descending
) Accounting: Efficiencies last time periods per cloud
Cloud Jan Feb Mar Apr May Jun Jul Aug Sep
D; fficiency last hour amazon-east 0 o 0 0 1.8 3.921 0 0 0
0.6 R "
D4 ® Effciency ast 24 amazon-west 381.198  1,003.429 2,090.032 3,089.43 1423977 651414 0O 0 0
---- [ [ [ [—
0 _ analy-cern 0 o 0 56.33 48.516 53.386 93.155 117.96 115.494
' 5 3 g 2 7 = B £ 4 @ B ® @ 5 @ Average times-month.
s £ B £ £ § ¢ 2 8 8 § % 2 § v § & § 8
g § 2 F 2 B £ & s & 3 2 § E £ o2 g B analy_cern_extension_test 0 0 1.836 0 0 0 0 0 0
2 E g 4 8§ £ E £ = =2 5 &5 8 5
A B £ R £ g E £ 5 arbutus 0 0 0 0 930.027  15286.129 25207.343 345149 27,9487
@
.}: arbutus-a 400.836 808.517 2,850.65 6,599.49 558.469 0 0 0 ")
i
E arbutus-b 1.853.636 501414 26.445 59.361 1,856.452 124.793 0 0 0
dond keyiwcrd: Descending arbutus-b-local 0 585314 4,831.261 23277715 28,642.405 7,209.872 238514 0O 0
Accounting: booted YMs per VMType and Condor Host in your time range
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Accounting — some details

8 - Accounting table CPU * HepSpec06 vs month
oy far most crucial part of this dashboard !

y ” > heavy lifting done on VM side, calculation of

- create one ‘document’ per VM per month, updated
every 15mins with current CPU usages

.....

* ELK then ‘just’ adds up times

* tried other approaches first where ELK is
doing most calculation

- almost impossible ...
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Job Monitoring — ATLAS

Dashboard / ATLAS Job Information Full screen  Share Clone Edit Documentation C Autorefresh £ O Yeartodate »

> Sea (e.g. status:200 AND extension:PHP Options

Add a fiter +
ATLAS Job Status vs time ATLAS: Panda Queue
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Jobwl\/lonltorlng ATLAS — detalls

\\\\\\\\\\

dashboard deS|gned for our puUrposes: detectlng
problems with our distributed cloud computing

— are problems confined to only one of our clouds?

- are they confined to a certain time ?

- do they occure only for certain type of jobs ?

- common space issues ? RAM / disk ?

* match info from Panda DB (e.qg.
own (on which cloud this job ran)

job status) with our

- match via GlobalJoblD (Condor) / batchID (Panda)

~ done right before uploading to ES
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> @ INFO 13,607 CloudScheduler Host Count
o T ;, i, | _ | . B  ERROR 264 csv2a.heprc.uvic.ca 1,990,258
0 I : = T B T ® WARNING 368 csv2-dev2.heprc.uvic.ca 473,903
-—ﬂ — o CRITICAL 0
’ e i ® DEBUG 0
CS Table Messages - Critical
Message Level Message Logfile Count Last Occurance
CRITICAL More than 3 consecutive failed polls on host , Configuration error or condor issues fvar/log/cloudscheduler/csmachines.log 1,839 October 2nd 2019, 14:07:42.198
CRITICAL More than 3 consecutive failed polls on host None, Configuration error or condor issues Mvarflog/cloudscheduler/csmachines.log 1,839 October 2nd 2019, 14:07:42.199
CRITICAL More than 3 consecutive failed polls on host csv2-dev2.heprc.uvic.ca, Configuration error or condor issues fvarflog/cloudscheduler/csmachines.log 1,839 October 2nd 2019, 14:07:42.198
CRITICAL More than 3 consecutive failed polls on host csv2-dev.heprc.uvic.ca, Configuration error or condor Issues Mvar/log/cloudscheduler/csmachines.log 63 October 4th 2019, 13:05:15.594
CRITICAL Remote agent running old version that doesnt support version checking, agent on csv2-dev.heprc.uvic.ca should be updated Mvar/log/cloudscheduler/csmachines.log 7 October 4th 2019, 12:59:48.840
CS Table Messages - Errors
Message Level Message Logfile Count Last Occurance
ERRCOR No condor classad Mvar/log/cloudscheduler/csmachines.log 14384 October 5th 2019, 16:16:11.118
ERROR RPC call timed out, agent offline or in error Mvar/log/cloudscheduler/csmachines.log 12,389 October 5th 2019, 16:16:10.892
ERROR Failed to retrieve classad from condor. No matching classad Jvar/log/cloudscheduler/csv2_htc_agent.log 9,503 October 5th 2019, 16:16:12.493
ERROR RPC noop failed, agent offline orin error Ivar/log/cloudscheduler/csmachines.log 8,110 October 5th 2019, 16:16:10.892
ERROR Failed communication with collector. Mvarflog/cloudscheduler/csmachines.log 5,607 October 4th 2019, 13:05:15.593
CS Table Messages - Warning
Message Level Message Logfile Count Last Occurance
WARNING Failed tolocate condor daemon, skipping: None Mvar/log/cloudscheduler/csjobs.log 38,642 October 5th 2019, 16:16:18.465
WARNING Failed tolocate condor daemon, skipping: csv2-dev2.heprc.uvic.ca Mvar/log/cloudscheduler/csjobs.log 2,823 October 5th 2019, 06:28:35.193
WARNING More than one candidate image with name cernvm4-micro-2018.10-1.hdd Mvarflog/cloudscheduler/openstackpoller.log 1,346 October 5th 2019, 16:12:47.564
WARNING selecting candidate with checksum: e8bcf93a09e8aa510dacabf19c8719ba Mvar/log/cloudscheduler/openstackpoller.log 1,346 Qctober 5th 2019, 16:12:47.564
WARNING Failed tolocate condor daemon, skipping: csv2-dev.heprc.uvic.ca Mvar/log/cloudscheduler/csjobs.log 121 October 4th 2019, 13:05:22.196
WARNING Failed tolocate condor daemon. skioping: Mvar/log/cloudscheduler/csiobs.log 1 October 1st 2019. 10:17:59.298

CS Table Messages - Info

- heavy lifting done my external tools: filebeat + logstash
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my own Experience with ELK

ES not good at doing heavy lifting, pre-process input
data as much as possible to suit your use-case !

ES/Kibana then for ‘just’ displaying the data, few and
simple calculations still possible in this step

some things are plain impossible in ES, others really
difficult to achieve

Disclaimer: | don’t claim to be a real ES expert, but |
do have spent hours and hours googling for many
‘'simple’ solutions ... Maybe my physics background
prevents me from seeing the ‘beauty’ of ES ...

"‘\\ HEPiX 14-18 Oct 2019 R. Seuster PS + ES 10




PerfSonar Data into ElasticSeach

custom python script using python ABI from
perfsonar

some 550 lines, ~23kb length
python, json + pycurl (no new installation needed)

runs every ~15-30 mins for about 2mins to
upload data (most time spending uploading,
plain runtime w/o upload Is ~20 secs)

currently uploads data from single host to ES,
plan is to run it on all our perfsonar servers

"‘\\ HEPiX 14-18 Oct 2019 R. Seuster PS + ES

11



\

re-assembling Data
from perfsonar esmond DB

data from ps-tool iperf3:

throughput, packet-retransmits simple numbers

data from subintervals stored in two different
arrays, re-assembling based on timestamps

Kibana cannot easily access ‘nested arrays’

data from ps-tool packet trace stored In
nested arrays, but data added:

missing entries/names/rtt, added RTT of last hop In
separate variable

list of all AS numbers in string, then hashed
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re-assembling Data
from perfsonar esmond DB, cont’d

» data from ps-tool powstream (10Hz ping):

— full histogram of results in esmond - compute
average and RMS and only store that in ES

» data from all tools stored in ES with their
timestamp from esmond

- shorter summary also stored in"summary” table
- later more

* code Is In github repo:

https://github.com/ComputeCanada/NREN-perfsonar/tree/master/electicsearch-scripts

HEPiX 14-18 Oct 2019 R. Seuster PS + ES
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Example PS Dashboard

almost no pre-processing, only cuts applied in histograms
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time series example:
some pre-processing for OwDelay

e

* local time on some server seemed to be off ...
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- OwDelay,cont’'d

R ———

» differential rate in 'visual builder’, but now from
a ‘summary’ (explained in next slides)

Dashboard s NPS Time Series OwDelay Summary

Share Clone Edit Documentation C auto-refresh < @ October 11th 2019, 01:46:59.189 to October 11th 2019, 04:47:58.783 >
>_ Searc e.g. st

Options

Add a filter 4

NPS TimeSeries OwDelay Summary

O minutes

~ @ agltz.org 0 ® atlas.unimelbedu.au 0 ® bnlgov 0 ® buedu 0 ® campuscluster.llinois.edu 22.592 ® cckekjp O ® cernch O ® clumeg.mcgill.ca 0 @ cnaf.infnit 0 ® datagrid.cea.fr 69.355 ® desy.de 82.238
@ dnp.fmph.uniba.sk 0 @ ecdfedac.uk 76.673 ® esc.gmulac.uk 69.646 @ farm.partide.cz 0 @ fruam.es 0 @ gla.scotgridac.uk 0 @ grid.kiaeru o @ grid.pub.ro 179.937 @ gridsurfsara.nl 77.697 @ gridka.de 83.2
@ gridpp.r.ac.uk 69.523 ® hep.technion.ac.il 99.148 & hpc.utfsm.cl 0 ® icepp.jp O & ific.uv.es O ® ihepac.cn 116.267 ® iihe.acbe O ® ijs.si 82.281 & in2p3.fro & itep.ru O & itim-cj.ro 0 & ivedu O & jinrru o
@ lalinzpz.fr 0 @ lancs.ac.uk O @ Icg.cscs.ch 70.644 ® lhcmon.triumf.ca O @ Infinfrit o e m4sS.ihep.su 91.223 ® miinfruit o ® mwtZ.org 21.837 ® na.infnit 0 @ ndgforg 81.939 @ nipnerc 183.643 e ochepouedu 0
® phliv.ac.uk O ® physics.oxac.uk 72.859 ® pices 0 ® pp.riacuko ® ppgridl.rhul.ac.uk O ® romal.infrit 0 ® saskesk O ® scinet.utoronto.ca O ® sdfarm.kr 0 & sfucomputecanadaca O ® sfuwestgridca 0
@ slac.stanford.edu 0 @ t1.grid.kiae.ru 0 @ tierz hep.manchester.ac.uk 0 @ twgridorg 180.274 @ uaicro 0 @ uw.computecanada.ca O @ zeuthendesy.de 0 @ atlasswtZ.org 0 @ hepnetcanada.ca O

NPS Time Series delta OwDelay Summary

> ® aglt2.org C%
50 ® atlas.unimelb.eduau €
| . ® bnl.gov <
: ® bu.edu c
50 ® campuscluster.illi.. 0.015
® cc.kekjp <
1740 a1:5¢ ® cern.ch C
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Creating ‘Summaries’

uploading once per 15-30 mins allows one to create
summaries: collect all measurements in this period
from two ‘domains’ (source and destination) into one

single ES document
what does a domain mean here?

perfsonar runs two types of tests: latency and bandwidth
tests, usually run from two different IPs®” on same subnet

put results from both tests into same summary document
e.g. allows for ‘simple’ IPv4/IPv6 comparisons...

©® many modern server are capable of running both latency & bandwidth tests, both DB on same machine

HEPiX 14-18 Oct 2019 R. Seuster PS + ES .
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* green means path

(from AS numbers)
was identical at
least once during
last 7 days withina
30 min window

(==time between = -
uploads)

* Reminder: this is o
data from a single
perfsonar server !

R. Seuster PS + ES 18
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| Combining measurements
summaries

* similar plots could show e.qg.
| - different RTT/latencies in IPv4/IPv6
- throughput vs RTT / latency

* but still trying to figure out how to show this
nicely with kibana ...

b HEPiX 14-18 Oct 2019 R. Seuster PS + ES
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First Look into Alarming

our ELK installation (Amazon’s opendistro)
allows for some alarming capabillities:

able to sent alarms to slack, amazon chime and
via simple web hooks

very first try with some simple tests and via web
hook failed :(

ELK found plenty alarms but didn’t seem to trigger
the web hook ...

needs certainly further investigation, no clear
reason found in the various logfiles ...

‘\ HEPiX 14-18 Oct 2019 R. Seuster PS + ES | 20




my personal critics on ES / Kibana

many ‘simple’ plots just not possible in kibana:

combination of variables from more than one document
(except time delta of same variable)

real 2d (scatter) plots (the one they provide Is
not intuitive and not really working well ...)

difference between variable and its (time) average

they have two plot-types for time series

all plot-types are made differently, no uniq look & feel
some almost mouse only, some others text only ...

one scripting language is called ‘painless’, oh well ...
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Future Plans

many plots created within last few days, need

to further explore possi
collect data from other

nilities now provided

nerfsonar servers

bandwidth and latency in same domain

reverse path for traceroutes
use bulk upload feature from elasticsearch

python abi to speed up
requires one pip install

uploads

Implement Alarms in Elasticsearch to really
warn people of detected problems

HEPiX 14-18 Oct 20T
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Similar work

* ATLAS Analytics platform in Chicago
Elasticsearch:

- AFAIK, requires jupyter notebooks to analyse data
» Similar work started in US by Shawn McKee

- would like to collaborate and share work/code and
experience

"\ HEPiX 14-18 Oct 2019 R. Seuster PS + ES : 23




Summary & Conclusions

» ES & Kibana are a beast to tame ...
- ... but can be a powerful & reliable tool once done !
* IMHO, In our field, pre-processing is key:

- ES Is just not made for our (un-)common use cases

- maybe we also have way more intuitive tools at hand (?)
€.J. $ python -c ‘import antigravity’

"\ HEPiX 14-18 Oct 2019 R. Seuster PS + ES : 24




Questions ?




Backup: Collaboration in Canada

new effort in Canada between Canarie, Compute
Canada and several NREN's:

collect data centrally and analyse them to send out
alerts / warning in case of new network problems
occuring in Canadian R&E network,
collect data from maybe 10-20 servers

effort started middle of 2019, want to have first
system in place to further evaluate in 2020

looked at several solutions, but none seemed to do
what we wanted to do (automated alerts etc..)

HEPiX 14-18 Oct 2019 R. Seuster PS + ES 26
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Backup: Security

about same time when llija’s ATLAS ES instance
went down same thing happened to us, lost all data
(don’t really care, was of temporary interest anyway)
but also all dashboards (hard work lost!)

— spent time on backup data (only accounting data)
+ all dashboards (doesn’t exist yet in Kibana !!)

via npm package kibana4-backup, weekly crontask

Installed opendistro’s ELK stack, which comes with
security modules by default (ES 7 now, t00)

HEPiX 14-18 Oct 2019 R. Seuster PS + ES
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Time series: OwDelay

* busy plot with many endpoints

Dashboard / NPS Time Series OwDelay Summary Full screen  Share Clone Edit Documentation C Autorefresh € O Last7days >
> ... (e.g. status:200 AND extens ) Options
Add a filter 4
NPS TimeSeries OwDe!ay summary
o > @ agh2.org
@ bnlgov |
20 ® buedu
@ campuscluster.illinois... €
300 ® cckekjp C
@ cnafinfnit €
@ desyde 82.461
e ecdfedacuk C
@ escgmulacuk  69.852
e ftuam.es C
® gridkiae.ru C
@ gridpubro C
® gridka.de €
-100 | 1 1 1 1 1 1 1 1
8:00 16:00 D0:00 16:00 00:00 DB:0D 16:00 00:00 08:00 16:00 DE:0O0 16:00 DB:00 16:00 DE:00 16:00 00:00 ® in2p3fr 9
per 30 minutes |
® escgmulac.uk 0.354
@ ftuam.es b |
@ gridkize.ru C
F-" A Y B b, oo e e,
b ¥ i b
@ gridka.de C |
@ in2p3.fr C
B:00 16:00 o0:0 16:00 00:00 0B:00 16:00 00:00 0B:00 16:00 00:00 0B:00 16:00 0B:00 16:00 0B:00 16:00 00:00 el 4

per 30 minutes




Time series: OwDelay

* selecting just one endpoint out of many...

Dashboard / NPS Time Series OwDelay Summary Full screen  share Clone Edit Documentation C Autorefresh € @ Llast7days >
»_ Search...(e.g. status:200 AND extenslon:PHP) Options
Add a filter 4

NPS TimeSeries OwDelay Summary

200
> @ aghiog
@ bnlgov
@ buedu
o0 | AN i @ campuscluster.illingis... C
| @ cokekjp &
@ cnafinf.it £
100 @ desy.de 82.461
@ ecdfedac.uk ¢
@ escgmulacuk  69.852
e ftuam.es C
50
® grid.kiae.ru C
@ grid.pubro C
@ gridka.de C
“ i - ® In2pair c
0B:00 16:00 00:00 DB:00 16:00 O0:00 DB:00 16:00 00:00 0B:00 16:00 0000 0B:00 16:00 00:00 08:00 16:00 00:00 08:00 16:00 00:00 i
per 30 minutes [ ]
NPS Time Series delta OwDelay Summary
100 ® esc.gmulac.uk 0.354
@ ftuam.es i |
% i I
‘ 8 oridldan ) L
a e !"‘ i' I e o A Ay | i@ gridpubro [i |
® gridka.de C
-50
@ Inzp3fr C
-100 @ itim-cjro {

0B:00 16:00 00:00 C8:00 16:00 00:00 08:00 16:00 00:00 08:00 16:00 00:00 0B:00 16:00 00:00 08:00 16:00 Co:00 08:00 16:00 00:00

per 30 minutes I ———
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