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Introduction

CPU benchmarks are an important part of the WLCG infrastructure

Experiment requests and site pledges
Accounting of CPU usage
Procurement of new hardware

The current WLCG benchmark, HEPSpec06 (2009), has several drawbacks

Not representative of HEP workloads (HEP workloads are more performant on newer hardware)
HEPSpec06 is the 32bit version

SPEC stopped supporting the underlying SPEC-CPU 2006 benchmark (2018)

WLCG needs a benchmark for other processors (ARM and GPUs)

We have HEP workloads for ARM from a number of experiments
Workloads with GPUs are just emerging



Experiment workloads as a CPU benchmark

First proposal of HEP Benchmark with containerized HEP applications
WLCG Workshop Manchester 2017

_ H EP
Experiment workloads l

Complex systems with hundreds of algorithms
Event based S

Event generation, digitization, simulation, reconstruction oo oo enon
Analysis applications not considered for benchmark

Benchmarking Working Group
Status update

WLCG Workshop 2017
21Jdune 2017

Evolution of experiment software
New programming approaches (multithreading and vectorization)

Need for a benchmark that adapts to the emerging technologies
HPCs, GPUs, ARM

https://indico.cern.ch/event/609911/contributions/2620190/attachments/1480455/2295576/WLCG_Workshop_2017_benchmarking_giordano.pdf
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HEP Benchmarks Project (HEPIXWG) ——————
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HEPiX WG developed the HEPscore Suite infrastructure

Orchestrator of multiple benchmark (HEPscore, HS06, SPEC CPU2017)
Central collection of benchmark results
Presented at previous HEPiX meetings and published in CSBS
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Experiment Workloads

Requirements

Provide consistent CLI, report structure, error logging
Reproducible results

No access to remote data, databases, ..

Portable with a modestly-sized package distribution

Runs in a reasonable period (tuneable with the number of events)
Long term support

Workloads provided by 7 experiments
ALICE, ATLAS, CMS, LHCb
Belle Il, Gravity Wave (LIGO/VIRGO), JUNO

Typically, event generation and digitization, MC simulation and reconstruction
Often using very complex and busy event topologies

cccccccccccc

Initial set of workloads provided in 2021-2022 //@}}\/IRGD
Updated for the latest software and ARM-compatibility in 2023
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Measurement campaign 2021-2022

Accumulated a large set of measurements in 2021-2022
HEP-SPEC06, SPEC2017 and HEP Workloads
Approximately 70 different “systems” (CPU, cores, site, hyper-threading) around the world
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Selection of Workloads for HEPscore

HEPscore workshop (19-20 Sept 2022)

Representatives of the experiments, sites, WLCG MB

Feedback on the composition of HEPscore and strategy for adoption
of the new benchmark

Consensus of the TF and Workshop participants:
Reflect the relative CPU usage of the experiments and application
Run in a timely manner 3-6 hours

Valid for one or more LHC beam period

HEPscore candidate proposed at the Workshop
7 workloads proposed (2-CMS, 2-ATLAS, LHCb, ALICE, Bellell)

HEPscore Workshop

19-20 Sept 2022
CERN

Europe/Zurich timezone

Overview
Timetable
Contribution List
My Conference

My Contributions
Registration

Videoconference

The goal of the workshop is to define the strategy for the adoption of HEPscore as replacement of
HepSpec06.

The HEPSpec06 benchmark has been a reliable estimate of CPU performance for many years, and is
currently used by the WLCG for accounting and pledges. However, HEPSpec06 is based on the
SPEC2006 benchmark that is no longer supported. Further, it uses applications that do not reflect those
used by the HEP community and will not provide benchmark for the new CPU+GPU systems.

The HEPscore Workshop will consist of several sessions:
Monday September 19

The first session will summarize the work of the WLCG HEPscore Task Force and the HEPiX Benchmark
Working Group. During the session, potential candidates for the new HEPScore22 benchmark will be
introduced.

The second session is devoted to the presentation of the current HEP-Workloads provided in the past
year by the LHC experiments, Belle2, Juno and IWGN. Besides a description of the applications and of
their performance, representatives of each experiment will highlight their expectations about the
HEPscore22 composition and its lifetime.

The last session will introduce the framework developed to run HEP benchmarks and collect benchmark
measurements ensuring traceability and monitoring. The HEP Benchmark Suite will be described and
feedback about its usability will be provided by WLCG sites having used the suite.

Tuesday September 20

The morning session will focus on the policy and strategy foreseen to evolve from HepSpec06

to HEPscore, and the implications to accounting, pledging and procurement. The session will start with
presentations from members of the Accounting Task Force, regarding the status of the development
and the proposed deployment strategies. A round table with all the stakeholders will follow the
presentations.

The last session is named "beyond x86". It will cover R&D work done by the Benchmarking Working
Group in the area of heterogeneous computing, in order to extend HEPScore also to the benchmarking
of servers with GPUs. In addition, there will be presentations on CPU power consumption and its relation
to HEPScore.

Please register to the workshop to communicate if you will attend via zoom or in person.

Notes of the workshop are available for the registered participants as codiMD document in CERNbox at
this url




Lancaster WLCG Workshop (Nov 2022) Eeaivee sl

-

Presentation of the HEPscore candidate

Lancaster University, UK

Key outcomes of the Workshop
And approved by the WLCG Management Board in December 2022

Existing equipment at the sites does not need to be re-benchmarked
Sites with heterogenous x86 resources will continue to calculate a site-average that is posted to the WLCG Accounting System

New hardware can be benchmarked with either HEPSPECO06 or HEPscore in 2023
HEPscore will be normalized to HEPSPECO06 on a reference machine at CERN

Emergence of the importance of power consumption and environmental impact
Experiments developed workloads that can run on x86 and ARM processors

https://indico.cern.ch/event/1162261/contributions/5092745/attachments/2543843/4380269/Sobie-WLCG-HEPScore.pdf
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Transition plan

Plan presented at the WLCG Lancaster Workshop

“HEPScore - transition plan to the new benchmark (Accounting Group)” Julia Andreeva (CERN)
https://indico.cern.ch/event/1162261/contributions/5117866/attachments/2544039/4380614/NewBenchmarkWS. pdf

Timescales are driven by the WLCG cycle for pledges (scrutiny group)
Preliminary requests for resources for FY2025 are made in Oct 2023

In 2023, sites are encouraged to run HEPscore23 for new hardware
(prior to the pledge deadline)

HEPscore23 will be normalized to HEPSPECO06 on the reference machine to simplify the calculation
(and to allow for smooth transition of tables and plots)

Sites will publish their information to the Accounting Group
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Summary

New CPU benchmark (HEPscore23) is ready for use
For x86 and ARM systems

Sites are expected to run HEPscore23 on newly procured hardware
Existing hardware need not be re-benchmarked
Instructions and documentation provided in April 2023

HEPscore23 will be normalized to HEPSPECO06 on the reference machine
Simplify the transition and the calculation of pledges and accounting statistics
At some point (TBD), HEPscore23 will become the default WLCG benchmark

Ongoing efforts to develop a benchmark for GPUs
Prototype workloads are under study (no time estimate for a new benchmark)

Other studies on power consumption and fast benchmarks
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Abstract

The HEPiX Benchmarking Working Group has developed a framework to benchmark the performance of a computational
server using the software applications of the High Energy Physics (HEP) community. This framework consists of two main
components, named HEP-Workloads and HEPscore. HEP-Workloads is a collection of standalone production applications
provided by a number of HEP experiments. HEPscore is designed to run HEP-Workloads and provide an overall measure-
ment that is representative of the computing power of a system. HEPscore is able to measure the performance of systems
with different processor architectures and accelerators. The framework is completed by the HEP Benchmark Suite that sim-
plifies the process of executing HEPscore and other benchmarks such as HEP-SPEC06, SPEC CPU 2017, and DB12. This
paper describes the motivation, the design choices, and the results achieved by the HEPiX Benchmarking Working group.
A perspective on future plans is also presented.

Keywords CPU benchmark - GPU benchmark - High throughput computing - WLCG - LHC computing - HEP
experiments - High-Energy Physics - Heterogeneous computing
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2021 CHERP (journal paper)

2022 HEPiX

2022 ACAT (proceedings pending)
2022 Benchmark Workshop (Indico)
2022 WLCG Workshop (Indico)
2022 WLCG GDB and MB

2023 HEPiX (this meeting)

2023 CHEP in Norfolk (May 2023)
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